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ECONOMICS
(Honours Core)

Paper : ECO-HC-4036
(Introductory Econometrics)
Full Marks : 80
Time : Three hours

The figures in the margin indicate
Jull marks for the questions.

Answer either in English or in Assamese.

1. Answer the following questions: 1x10=10
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(a) Define normal distribution.
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(b) Give one application of chi-square
distribution.
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Mention one property of t-distribution
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Give one assumption of F-test.
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Give one reason for insertion of the
disturbance term in econometrics.
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Define dummy variable.
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What is meant by regression ?

STRRe] S 5 @ e

Why type I error aries?
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Mention one cause of
heteroscedasticity.
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Define coefficient of determination.
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Answer the following questions : 2x5=10
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Give two properties of normal
distribution.
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What is test of significance?
O

-

Mention two properties of estimator.
e = e S -
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State Gausss-Markov Theorem.
eSO El I& F

Distinguish between null hypothesis
and alternative hypothesis.
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Answer any four of the following questions:

5x4=20
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(a) -Describe briefly the procedure of testing

a hypothesis.
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(b)

(c)

(@)

(e)

Discuss the importance of t-distribution
in test of significance.
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Explain the method of measuring the
goodness of fit in a multiple regression
model.
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Discuss the uses of dummy variable in
regression analysis.
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Discuss the characteristics of a good
estimator.
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Explain the causes of autocorrelation
in linear regression model.
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Answer any four of the following questions:

10x4=40
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Discuss the property of linearity and
unbiasedness of OLS estimators.
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Using OLS method fit a regression line
of Yon X to the following observations:

T6q OUF 28 X T €S Y I AR (2
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X: 40.. 45, 50 .42 .45 49, 498

Y 120 33625 . 21 36 Sdw 28

Explain the consequences of auto
correlation on OLS estimation. How can
auto-correlation be corrected ?4+6=10
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(d) Explain the consequences of
multicollinearity.
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(e) A random sample of size 10 from a

normal population gave the following
values: 5+5=10

bb 12,68 74, 77,611,638, 69, 73, 71,
Test the hypothesis that population
variance is 32.

(The tabulated value of #° at 5% and
1% level of significance for two tailed
test with 9 d.f are respectively 16.919
and 21.666)

Also mention the: properties of 1°-
distribution.

OE O GO 10 WIS WS T3t fra 2'a |
65 7468 0. IT, 6168 60 73,71
R B e 32 3 awfde st (5%

i 1% © 7 T Oifrive W9 9 d.f (e
T 16,919 WIF 21.666)
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Discuss the methods of detecting
heteroscedasticity.
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Explam how specification error may
arise in case of 5+‘7—10

(i) Omission of relevant explanatory
variables from the function.

(i) Inclusion of irrelevant exp]anatory

variables.
were fAmt g Reia [Reast @ e e
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Explain the remedial measures of
multicollinearity.
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