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(d) Explain the concept of errors in variable

in OLS estimation. Briefly explain various j ( Introductory Econometrics )
methods to solve the problem of errors in "
variable in such estimation. 4+6=10 g Fall Maiiks 86
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B SCADAT T | The figures in the margin indicate full marks |
for the questions

Time : 3 hours
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Explain the uses of dummy variable for 1. Answer the following questions : 1x10=10
measuring the change in parameters ‘ - Taq ;
over time. What is the use of dummy ' St i o fe
variable in seasonal analysis? Explain. (@) Write the formula for ~‘normal
SHEe distribution.

@ IR AW, I T Apfefes
Resreq cpge fRERMFE o (v 92 340 (b) Which test is used to test the association
2 ? D 1 of attributes?
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What is ordinal scale?
e T 2

Define coefficient of determination.
AeFe 2R K fordt |

What does E(u;)=0 mean for random
term in a regression line?

B TR @YR AR SRR A
E(u;) =0 9 & 3pr?

What is type-I error?
Type-1 @b 2

Define confidence interval.

AORR SRR AL ! |

What is multicollinearity?

3-a 2

When does heteroscedasticity arise?

oo (o Ted = ?

What is the difference of Binomial and
Poisson distribution about mean and
variance?

R WF e Reqes g WE PR
ofefes 5 2

( Continued )

§ 9.

2. Answer the following questions : 2x5=10
(a) Write two properties of F-test.
Foffre 51 CaE) o |
(b)) What are the two uses of t-test?

- 751 a2 el |

(c) When does binomial distribution tend to
normal distribution?

R Regq @fen yRe Regre Rk
Eulby

(d) Distinguish between one-tailed test and
two-tailed test.

GF-CTERME WF R-EERAE AR AT
ol fort |

(e) Write the full form of BLUE.
BLUER #J¢f STRe! for |

3. Answer any four of the following questions :
5x4=20

o PTIRd R e Bifr T fr -

(a) Define power of a test. What are the
various steps of hypothesis testing?

P wYOR W ol | 2w e Riew
TN fers |
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(b) Write a short note on forecasting.

ofrePia @vFe «fb 53 Gt fors |

(c) The life of an electric bulb for a random
sample of 10 from a large consignment
gave the following data :

Item Sl ol 3 56 T8 9
Life 1"4:6°4 .39 54 4238 '3 44 56

(in ’000 hours)

Can we accept the hypothesis that the
average lifetime of bulbs is 4000 hours?

o1 328 fes I e owag o Amgfes-
S 1061 @S SR Oee A $_{e ¢l
e

& Bl D0 g 81 R DB 6 S SRR

GgeET 46 4 39 54 42 38 3 44 56
(’000 T%T®)

JE T GIARE 4000 IH IF 4R A7
S{TCITCA ? [ 9 |

(d) Explain the differences between auto-
correlation and multicollinearity.

TRDTR UF RVFTE e 1y
SCADAT 4 |
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( Continued )

4. Answer the following questions :

A23/854

(5)

(e) Explain the method of measuring the
goodness of fit in a multiple regression
model.

32 IR 3 Ty el [T IR &Sl
[T 91

() How can the inclusion of irrelevant
variable create problem in regression
analysis? Discuss.

St RerTe waprbe vaed Seefe
(FCTERIR TP B IR 1T, S 41 |

o 2PTYRe T fia -

(a) In a two-variable linear regression model
Y, =a+BX; +u;, where o and B are
parameters and u, is stochastic term,
find the mean and variances of & and B,

where & and p are estimates of o and f.

Y, =a+BX, +u, 91 -t (aRe TR
s, 37 o S B AT W WF u; T W A,
& o B 7T WF PR Sfeledr IS 6 WF B

3’F o IF BT A |
Or / 921

Explain the methods of detecting multi-
collinearity. How can the problem of

10x4=40

10

multicollinearity be solved? 6+4=10
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From the following table, find the
coefficient of determination of the

{id )

o9s RfSw gom@R T 31 F-REIR

TR & 2 24001 “fRFETS 4510F SR 9Ol

SEPTRAITS OoTS fil 4dC feq (AR A
917 T : 4 3 2 1 0
AT H21 1055 1057598 12

regression line Y =a+bX +u : 10 mewﬁwwmm
g Ol [ RFEN el Sfereqr 3’ 3 ' ?
ST {ACE Y = a+bX +u 2 (e w® P(y2 >a)=0:05, T'® x7 T4
¥ o 18 16090 26 Chidf Red n Fog T4 OTS
X0 o0 30 g S0 a=7-81, 9-49, 11:07 @S n &N 3, 4, 5)
Or / G%91 (c) Explain the consequences of auto-
correlation on OLS estimation. How can
Explain different types of hypothesis. autocorrelation be corrected? 4+6=10
Wh.at _ are the properties “of OLS SRo® TSI FAFAEN WM
F-distribution? A survey of 240 families w7 STeRE R 2
with 4 children each revealed the MR by 4
following distribution : Or / Tl
wosty s i I A random sample of 5 families yields the
Noiiof famulies': “104 265 110558 ' 12 following data :
Is the result consistent with the Family A 3000 D
hypothesis that male and female births Savings (S) (000) : 6 120007 3
5
are equally probable? Income (¥) (000) gl ag s 7 6
(Given that P(x,% >a) =005, where xg No. of children(N) : 5§ 2 SH
follows Chi-square distribution with n d.f. ; ; :
line of S on Y
and a=7-81, 949, 1107 whenn =3, 4, 5 Esgm;te il 10
respectively) 2+3+5=10 i .
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